
Using Monolingual Clickthrough Data to Build
Cross-lingual Search Systems

Vamshi Ambati
Institute for Software Research International

Carnegie Mellon University
Pittsburgh, PA

vamshi@cmu.edu

Rohini U
Language Technologies Research Center

International Institute of Information Technology
Hyderabad, India

rohini@research.iiit.ac.in

ABSTRACT
A major portion of the World Wide Web(WWW) is still
dominated by a few languages, with English being on the
top. Monolingual information retrieval systems have been
setup for such languages and are widely in use. To cater to
a wider and diverse language speaking web users, we need
Cross Lingual Information Retrieval (CLIR) systems that
are capable of receiving a query in one language and re-
turning results from a different language. To our knowledge
not much work has been done in creating CLIR systems
on the WWW. This is partly due to the unavailability of
bilingual resources required for a major portion of the lan-
guages that are still a minority language in terms of the
documents present on the WWW. Another important rea-
son being the time and effort required to create a practical
and useful CLIR system. In this paper, we address the prob-
lem of creating CLIR systems for language pairs in which
the source language is a minority language and the target
language is a majority language with existing search engines.
We use clickthrough data from a monolingual search engine
to learn translation models that could be used to perform
cross lingual search. This approach has enabled us to gener-
ate practical CLIR systems on a large scale with less effort
and with bilingual resources. We experiment and report the
evaluation of our approach by creating CLIR systems for an
Indian language and a few other European Languages.

1. INTRODUCTION
The task of Cross Lingual Information Retrieval (CLIR)

addresses a situation when a query is posed in one language
but the system is expected to return the documents writ-
ten in another language. Once a user obtains a set of rele-
vant documents in a foreign language, he can use automatic
machine translation software to get a sense of the content.
What remains is the problem of retrieving that set of docu-
ments, starting with a query in the user’s native language.
In recent years, the problem of Cross Lingual Information
Retrieval has enjoyed significant interest from the research

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
Workshop SIGIR ’06 Seattle, USA
Copyright 200X ACM X-XXXXX-XX-X/XX/XX ...$5.00.

community, and a number of techniques were proposed to
solve the problem [12],[15],[21],[5]. Most of these techniques
center around a common idea of translating the query from
the user’s language to the language of the documents. In
most cases, the translation is done in a word-by-word fash-
ion using a dictionary, a machine translation system, or a
similar resource. These are broadly called MT based ap-
proaches. Although MT based approaches have proven to
be useful, some well known problems of these approaches are
”missing dictionary translations” and ”polysemy”[1]. Mea-
sures have been proposed to overcome these problems, such
as the use of parallel corpora for query translation in CLIR
[15] [8]

Another significant approach for CLIR that has been ex-
plored recently is the language modeling and statistical trans-
lation based approaches which treat the query translation
and retrieval as an integrated process. Such approaches usu-
ally depend upon a probabilistic translation model either
constructed from a dictionary by assigning uniform proba-
bilities to the translations, from a parallel corpus or from
a parallel corpus mined from texts on the web [15]. One
potential advantage of such approaches is that they provide
multiple translations for the same meaning. The transla-
tion of a query would then contain not only words that are
true translations of the query, but also related words. Ex-
periments have shown that these multiple translations have
indeed helped in improving the performance of CLIR and
in fact outperforming the traditional ”MT followed by IR”
approaches [12]. The performance of these systems however
depends to a large extent on the effectiveness of the trans-
lation models.

Parallel corpus which has been a backbone of such trans-
lation models, is a difficult resource to acquire. Although
projects like EuroParl [10] and others were successful in cre-
ating a large parallel corpus for European languages, many
other languages like Indian and other less densely spoken
languages do not enjoy such availability of parallel corpus
and so these approaches are hindered from generating suc-
cessful cross lingual information systems in these languages.
Though a CLIR system could be built by collecting parallel
corpus and other lexical resources for a given source-target
language pair, performing the same to build CLIR systems
for a large number of languages is a difficult task, if not
impossible.

Most search engines today receive query requests that cor-
respond to the information need of a large number of users.
Our assumption is that, for a CLIR system the information
need of the users using it is similar to that of the users using



any monolingual search system. In section 4 we also dis-
cuss the experiment conducted on a real world search engine
query log to justify this assumption. This simple assump-
tion, expose ways to exploit monolingual query logs which
to our knowledge have not been exploited to a large extent.

In this paper, we identify query logs from a monolingual
search engine as a huge resource that could be exploited to
build cross lingual information retrieval systems at large for
different language pairs. Given query logs from a mono-
lingual search engine for language T , our approach builds
rapid CLIR systems for any language pair (x, T ), , provided
there exists a bilingual dictionary from T to x and optional
monolingual corpus in x.

We first create a cross lingual query log from the mono-
lingual query log using a bilingual dictionary for translation
and an optional monolingual corpus for resolving translation
disambiguation. All the queries in the monolingual click-
through data are translated to the source language intended
for the cross lingual retrieval system in consideration. We
then build a translation model from the resulting synthe-
sized cross lingual query log and use it in the later retrieval
model of the CLIR system. Our usage of monolingual query
logs to create cross lingual probabilistic translation models
enables us to generate CLIR systems with minimal language
resources and effort. Our process of learning a translation
model has the following advantages

• since the clickthrough data and the documents con-
tained act as a good sample of the WWW, the trans-
lation model and the words in it are as close as possible
to the distribution of the documents on the WWW.

• due to the volume of the existing clickthrough data,
the translation models learnt have better coverage

• since queries are short without an associated context,
disambiguation of information need is difficult. Usage
of query logs has an implicit advantage of being able
to disambiguate the word to the popular usage of the
sense in terms of the documents clicked.

• since monolingual clickthrough data is readily avail-
able, existing search engines can set up with rapid
CLIR systems for different languages with a minimal
bilingual dictionary that are readily available over the
web or which could be built from parallel texts [15]

The rest of the paper is structured as follows. Section 2
briefly surveys approaches in CLIR and recent developments
in the field that motivate our approach. Section 3 describes
in detail a query log based statistical translation model, that
is used in our approach of creating CLIR systems. Section
4 describe our process of synthesizing a cross lingual query
log from monolingual query logs in order to build the trans-
lation models. Section 5 discusses a CLIR system that uses
the translation model. Section 6 discusses the experiments,
evaluation and concludes with a discussion of the test data
and results.

2. RELATED WORK
The area of Cross Lingual Information Retrieval has been

well explored in the past few decades. The task was ap-
proached in two popular schools of thought. One was a

translation of the query followed by a retrieval in monolin-
gual domain, where as the second was translating the doc-
uments into the query language and performing retrieval[5].
Broadly, it can be said that the task has been seen as a
translation followed by retrieval approach. For purposes of
translation, existing bilingual dictionaries were used, paral-
lel corpus was mined for extracting dictionaries which were
then used in the translation. Methods have been proposed
for disambiguation of words using statistics from a large cor-
pus [21] [15].

Recently, a new approach to IR based on statistical lan-
guage models has gained wide acceptance[17] [4] [6] [13].
These methods consider the information retrieval process as
a generative process i.e. the documents generates the query
and compute the relevance of a document for a given query
by computing the probability that the document generates
the query. These approaches have successfully been applied
to CLIR setting [12] [11] [20], which treat query translation
and retrieval as an integrated process. There are theoreti-
cal motivations for embedding translation into the retrieval
model [11]. Xu et al [20] showed that combining statistics
from various lexical resources can help correct problems of
coverage and lead to significant improvements. Berger and
Lafferty [4] view information retrieval as statistical transla-
tion which could readily be extended to perform cross lin-
gual information retrieval. However they used a small data
set consisting of documents and queries synthesized from
a small set of documents. for learning translation models.
In our approach we discuss the learning of these transla-
tion models from an abundantly and readily available data
resource, clickthrough data of monolingual search engine.

While the prior approaches depend on dictionaries, par-
allel corpus or the web for creating these translation mod-
els, the lack of such resources for a number of languages
on the WWW can be a drawback. In this paper we discuss
how such effective translation models can be computed using
a fairly untapped resource of query logs from monolingual
search engine and a readily available resource, the bilingual
dictionary for the languages.

3. QUERY LOG BASED PROBABILISTIC
TRANSLATION MODEL

One of the essential parts of a CLIR system is query trans-
lation. In an MT based approach for CLIR , query trans-
lation it is an explicit process. In language modeling based
approaches it is implicit and is guided by effective transla-
tion models. Learning the translation model is often done
from either bi lingual dictionaries by assigning equal prob-
abilities to all the translations of given word or from par-
allel texts[15]. The parallel texts are either manually made
or generated using automatic Machine Translation systems
or mining from the web[11]. Both parallel texts and MT
systems are unavailable for many existing languages, which
makes generation of a CLIR system a effortful endeavor.

In this section, we describe query log based probabilis-
tic model which is learnt from a cross lingual query log,
consisting of queries in the source language and their corre-
sponding clicked documents. The model learnt from such a
query log contains a word in source language, a word in tar-
get language and the probability of translation of the word
in source language to the word in target language similar
to the translation model learnt using parallel texts and bi



lingual corpora.
Our model is motivated by the translation model of Berger

and Lafferty et al [4] which computes the translation model
from queries and their respective relevant documents. Our
process of learning a probabilistic model from a cross lingual
query log is as follows. We first pick the cross lingual query
log for a pair of languages. The query log consists of queries
in source language and the urls of the documents in target
language which are clicked for the respective query. We then
align each of the query in the log with their respective click
documents from the logs. This is done by considering the
query as an entry in source language and the content in the
click documents as an entry in target language. From these
alignments, we used Statistical machine translation meth-
ods like IBM Model 1 motivated by Berger and Lafferty [4]
etc to create the translation models. The resulting transla-
tion models consists of the source and target language words
along with the probability of the translation of the source
to the target word. Similar to Berger and Lafferty et al, we
ignore the subtle aspects of language translation like word
order etc.

Consider typical query log QSDT consists of queries and
their clicked documents. Let (Q,s D1, D2...Dn) be a typi-
cal entry in the query log. consisting of the query Qs and
the clicked document set D1, D2...Dn and Qs = q1, ..., qm.
Let Di = w1, ...wn A typical query log based translation
model consists of the query word, the document word and
the probability of their translation (qi wj t(qi|wj)). Our
model captures the relation between the query words and
document words in a probabilistic interpretation.

4. BUILDING CROSS LINGUAL QUERY LOGS
Although probabilistic translation models could be built

from cross lingual clickthrough data, not many search en-
gines exist today that perform CLIR on a large scale in real
world. Hence, cross lingual query logs are rare and even
if existing, are less in size. On the other hand, monolin-
gual search engines that specialize in crawling and indexing
of documents in a specific dominant language operate on a
large scale generating large volumes of clickthrough data. In
the following subsections we first motivate the construction
of a cross lingual query log from a monolingual log and then
discuss the creation of the same using a bilingual dictionary
for translation and a corpus for translation disambiguation.

4.1 Motivation
Search engines usually store interactions of a user during

a search session in the form of query logs or clickthrough
data. Clickthrough data related to a user contains the query
posed by the user along with the documents that he clicked
among the number of search results returned for his query.
The clicking of a document by the user is an indication of the
relevance of the document to the query posed. Query logs
have been used for various tasks in Information Retrieval
research like personalization of retrieval results [18] among
others. Although such intentions are planned for a CLIR[1],
they can only be achieved after we have basic systems for
as many languages possible. A sample of clickthrough data
released by the search engine Alltheweb.com can be seen in
table 1.

Query requests received by the search engines correspond
to the information need of a large set of web users. Our
assumption is that, for a CLIR system the information need

ip address time Query Url
4.16.103.153 14:47:19 mp3 to wav mp3towave.com
4.16.103.153 15:00:23 cd to mp3 zy2000.com
4.16.103.153 15:06:29 cd to mp3 birdcagesoft.com
4.16.116.98 22:19:03 free pics piczone.com
4.16.194.253 21:06:07 travel agent travel.yahoo.com
4.16.194.253 21:06:37 travel agent expedia.msn.com
4.16.195.144 21:49:01 voyeurweb voyeurweb.com

Table 1: Sample clickthrough data from
Alltheweb.com 2001

Lang Total Translated Match with Eng Overlap
Dutch 2994 703 515 0.732

Russian 3125 474 369 0.778
Italian 5131 1671 1284 0.768
French 69723 33419 27334 0.817
German 38311 4660 3079 0.660

Table 2: Queries overlap of Search Engine users
of different languages with a monolingual English
query log

of the users using it is similar to that of the users using
any monolingual search system. This simple assumption,
motivates us and exposes ways to exploit query logs from
monolingual search engines as a valuable resource for the
task of CLIR. To our knowledge such a resource has not
been exploited earlier for building of CLIR systems.

In order to understand and arrive at this assumption, we
conducted a sample experiment with query log data released
by Alltheweb.com in the year 2002 [9]. The queries were
posed by mostly European users in a particular month of the
year. The data provided contains queries belonging to dif-
ferent European languages apart from English. The queries
in the data also contained information of the language they
belonged to. We picked the top 5 languages according to
the number of queries posed in that language. They were
French, German, Italian, Dutch and Russian. Using all these
queries and also the monolingual English queries, which were
quite large in number we tried to calculate the overlap in in-
formation need of the web users by comparing the similarity
of queries belonging to these different languages with the En-
glish queries. We first translated the non-english language
queries into English using the respective bilingual dictionar-
ies. Queries related to proper nouns were not considered in
this experiment. These translated queries are now matched
with the actual English language queries from the query log.
A partial match is also considered as a match. The number
of overlaps are thus calculated for each language pair.

As can be seen from results displayed in table 2, there
was an average of 75.1% overlap of queries in other languages
with those of English. The remaining non-overlapping words
could be attributed to the issues of coverage problems of the
dictionary and polysemy. This experiment on such a limited
query log data from a monolingual search engine proves of
a possible information need overlap. In real world, the rate
at which search engines like Google and MSN receive query
requests and the volumes of clickthrough data formed, if a
similar experiment is performed, we expect the results to
only be even better.

Alltheweb.com being a search engine with a large share



of English documents, can primarily be treated as a mono-
lingual search engine with English as its primary language.
The number of overlaps indicates the overlap of information
need of the users of a CLIR system with that of the users of
monolingual search system. With such an overlap of infor-
mation needs, as seen in the results of the experiment, we
justify the construction of a cross lingual query log from a
monolingual query log for purposes of CLIR. The one prob-
lem that now remains is the effective construction of a CLIR
query log for an effective translation model.

4.2 Synthesizing cross lingual query logs
In this section we describe how a cross lingual query log

could be synthesized from monolingual query logs with the
help of a bilingual dictionary and an optional corresponding
source language corpus. We first formalize our proposition
and then discuss the creation of the cross lingual query log
in detail.

Given a monolingual query log, QT DT with queries in
language T and the documents in language T , we propose
to create a cross lingual query log, QSDT with queries in
language S and documents in language T . The lexical re-
sources used are a dictionary from T to S and monolingual
corpus in S.

Bilingual dictionaries are becoming a readily available re-
source over the WWW. With initiatives like the Universal
Dictionary Project at Carnegie Mellon University, increas-
ingly many dictionaries are available with reliable accuracy
of translation. However, any dictionary based translation
needs to address the problems of ”missing dictionary en-
tries” and ”polysemy”. If one can address such issues while
creating a cross lingual query log across different languages,
we can readily create an indispensable resource for CLIR.

Many words or phrases in one language can be translated
into another language in a number of ways. For instance,
the English word ”free” can be translated into Hindi to an
equivalent of free as in ”freedom” and also free as in ”free of
cost”. The choice of the translation depends on the context
in which the word occurs. Therefore the translation of the
word ”free” in the queries ”free pics” and ”free bird” is am-
biguous. Translation ambiguity is very common and needs
to be addressed for better results in CLIR.

One way to address the translation disambiguation prob-
lems is to apply word sense disambiguation on the source
language query and then use only those translation candi-
dates that are associated with the appropriate sense. Un-
fortunately, word sense disambiguation is a non-trivial task
and for most languages the appropriate resources, e.g., on-
tologies like WordNet [14], do not exist. Most important of
all, the query posed in search engines is usually very small,
with an average size of 2 words [9] and hence context of the
query cannot be inferred for disambiguation.

Some approaches have been proposed to tackle the prob-
lem of query translation disambiguation [3] [8], but most of
them assume existence of corpus and or a lexical resource
that is tough to acquire for a lot of languages. We fol-
low the approach of modeling context for the problem of
translation selection using co-occurrences between transla-
tion terms. For instance, the simultaneous occurrence of
the terms w1 and w2 count as a co-occurrence if they appear
within a certain window, where a window can be a particular
number of words, a sentence, a paragraph, or a document.
Co-occurrences are more flexible than linear n-gram based

approaches as they do not put any constraints on adjacency
or word order. For example, given a query Q = {s1, s2, s3},
where the set of possible translations of s1 is {t1.1, t1.2, t1.3},
s2 is {t2.1, t2.2}, and s3 is {t3.1}, one compares all possi-
ble triples and selects the pair of terms that co-occur most
frequently as the most likely translation. In this case, s3
has only one possible translation in the dictionary and so is
not ambiguous. We calculate the co-occurrence statistics in
calculating statistics for the translation of s1 and s2:

freq(t1.1, t2.1, t3.1) = n1
freq(t1.2, t2.1, t3.1) = n2
freq(t1.3, t2.1, t3.1) = n3
freq(t1.1, t2.2, t3.1) = n4
freq(t1.2, t2.2, t3.1) = n5
freq(t1.3, t2.2, t3.1) = n6
We also use a simple back-off technique and measure the

co-occurrence frequencies of n − 1 terms whenever the co-
occurrences of n terms does not exist in the corpus.

Another problem as mentioned earlier is the issue with
missing dictionary entries. This to a large extent depends
upon the coverage that the bilingual dictionary provides.
Although the coverage could be improved by application
of learning algorithms to extract dictionaries from parallel
corpus, we have not experimented such algorithms. The
focus of this paper is to be able to produce a search system
with minimal bilingual resources. We resort to make use
of only a bilingual dictionary and have not assumed the
existence of parallel corpus in the framework.

Proper nouns and domain specific terms are special cases
of unknown words. Problems with their translation can not
be treated as a problem with dictionary coverage. An effec-
tive approach proposed to deal with proper names is translit-
eration [19]. Domain specific lexicon acquisition has been
proposed in [7] and phrasal translations have been explored
[2] for improving CLIR systems. Although we have not ex-
perimented such methods in the CLIR system, the usage of
such modules greatly boost the performance of the system.
In this paper, we only focus on a methodology for generat-
ing practical CLIR systems from query logs of monolingual
search systems. Approaches for phrasal translations [2] ,
transliteration [19] and other improvements in translation
models, although not discussed, still can be applied in the
framework to improve the generated CLIR systems.

5. A CLIR SYSTEM

5.1 Translation Model
We use a query log based translation model as described

in Section 3. As mentioned earlier, we compute the probabil-
ities similar to the statistical machine translation methods
used by [4], We use GIZA++ [16] to compute the proba-
bilities in the query log based translation model by align-
ing the queries and documents. GIZA++ is an extension
of the program GIZA, which is part of the SMT toolkit
EGYPT. GIZA++ was designed for word alignment of sen-
tence aligned parallel corpora.

The queries are usually very short with an average of
around 2 words [9] and the documents contain a large con-
tent in comparison to the query. This huge difference in the
size of the document and the query can be a disadvantage to
be trained with the statistical models for training like IBM
model which depend a lot on such length variations. Also,
documents typically contain certain noise words which we



Figure 1: Sample from a Translation Model learnt
from a synthesized Hindi-Eng query log

do not want to consider. Therefore while training our query
based translation model using the query log, we do not con-
sider the entire document, but a bag of words surrounding
the query match in the document. We obtain the bag of
words information not from the synthesized cross lingual
query log, but from the monolingual query log. From each
document we only pick ’k’ words to the left and right of
every query match in the document. Results reported here
are using k=5 and an upper limit on the size of the bag of
words as 25.

We further enhance the coverage of our translation model
by augmenting it with a bi lingual dictionary based trans-
lation model. The bi lingual dictionary translation model is
computed from a source language to target language bi lin-
gual dictionary assuming equal probabilities for all the dif-
ferent translations of a given word in source language. Each
entry in our enhanced translation model is a linear mixture
of the qlog based translation model proposed in Section 3
and the bi lingual dictionary dictionary translation model.

Let tdict(q|w) be the probability of the word q given the
word w obtained from the bi lingual dictionary based trans-
lation model. It is computed as tdict(q|w) = 1

n
where n is the

number of different translations for the word q. Let t(q|w)
be the probability obtained from the qlog based translation
model Then probability of q being translated as w obtained
from the enhanced translation model tenhanced(q|w) is com-
puted as

tenhanced(q|w) = β tdict(q|w) + (1 − β) t(q|w)

A sample translation model we obtained is shown in Figure
1. We set the value of β to be 0.4 based on simple experi-
mentation.

5.2 Retrieval Model
We use a probabilistic cross lingual retrieval model for

performing retrieval. Motivated by earlier works[20][4][12] ,
we use a generative model to estimate the probability that
a document in one language is relevant, given a query in
another language. The probability that a given query is
relevant to the a document is computed by probability that
query is generated given document. This has also been used
in cross lingual retrieval setting in several approaches [12]
[20].

In the Cross lingual setting, consider a query Qs in the
source language and document D in target language. The
probability that the document D is relevant to the query
Qs is computed as the probability that the document D in

target language generates the query in source language as
follows.

P (Qs|D) =ΠqsinQs [αP (qs|GSC)

+ (1 − α)
X

w∈Di

P (w|D)P (qs|w)] (1)

Similar to Xu et al, we fixed the parameter α to 0.3
in this study based on prior experience. We estimate the
probability of a source language word in source language
(P (qs|GSC), using a General Source Language corpus (GSC).

P (qs|GSC) = freq(qs, GSC)/|GSC|

where freq(qs, GSC) is the is the frequency of a word in
source language in GSC and |GSC| is the size of the General
source language corpus. We use the part of the synthetic
query log and a monolingual corpus to estimate this value
in our experiments. P (w|D) is the probability of observing
the word w in the document D. It is computed as

P (w|D) = freq(w, D)/|D|

where freq(w, D) is the frequency of word w in D and |D|
is the length of the document. P (qs|w) is the probability
of translation of a query word in source language qs given a
word w in a document in target language. P (qs|w), depends
on qs and w only. This is obtained from the translation
model described in the earlier section. Through out these
calculations, we assume that the translation of a term is
independent of the document and independent of the query
in order to deal with data sparseness.

6. EXPERIMENTAL EVALUATION

6.1 Data and Experimental Setup
Query log data used in the experiments consist of the

query, the clicked URLs for the query and the user identi-
fier (ip addresses) and the time of click of the document.
Such information though invaluable for research on infor-
mation retrieval, is not released by major search engines.
Recently, Alltheweb.com1 has made available its search logs
for research purposes. The data was collected from queries
mainly submitted by European users on 6 February 2001.
The data set contains approximately a million queries sub-
mitted by over 200,000 users and 977,891 unique click URLs.
Further information on the data can be found in [9].

We use the query log data released by alltheweb.com to
perform our experiments on learning the translation model
and evaluating the cross lingual information retrieval sys-
tem. We use the query, ip address and the click urls from the
query logs for the purpose of experiments in this paper. We
first create synthesized query logs from the alltheweb.com
query logs as described in Section 4. We used a free hindi
to english dictionary for synthesizing query logs. We then
divided the data into two parts. One part containing 3/4
of the data is used for learning the translation models as
described in Section 3. The remaining data is used for eval-
uating the retrieval effectiveness.

We first obtain all the documents corresponding to the
queries in the testing data by crawling the click URLs and
storing them as a repository. We were only successful in re-
trieving about 40% of the actual click URLs due to broken

1http://alltheweb.com



English Monolingual 0.392
Hindi CLIR Qlog based Dictionary + Qlog

small Queries 0.183 0.223
long Queries 0.154 0.19

Table 3: Precision @ 10 calculation using method A
for Hindi - Eng CLIR

links, network problems and restructuring of the WWW.
These retrieved documents constitute the document reposi-
tory used in current test experiments. With the volume of
query log data we are working with, this repository could
be considered as an analog to the WWW that corresponds
to the query logs in discussion. For the purposes of these
experiments, we name this repository as the mini-WWW,
consisting of about 35,000 documents. We also pick queries
from the query log data and pose it to Google to fetch and
randomly pick and download a few of the top 100 docu-
ments. These documents are added to the mini-WWW.
This prevents any kind of bias that may have been intro-
duced in the construction of mini-WWW from click URLs
in the query log data. With availability of every day query
log data we expect the proposed approaches to scale and be
useful in the WWW scenario.

6.2 Evaluation
Our approach discusses a novel practical method for gen-

erating quick CLIR systems using monolingual clickthrough
data. To our knowledge no other approach has been pro-
posed to use query log data in CLIR system creation and
hence no standard data set or evaluation technique exists.
Hence it is difficult to evaluate the effectiveness of a CLIR
system generated using our approach and compare it with
other existing methodologies. Hence we evaluate our ap-
proach by calculating the precision and recall of the retrieval
in the system generated using the following two methods - a)
human judgments of search results b) comparing the search
results against the existing clickthrough data.

In method A, we have done a complete human judge eval-
uation. We first pick a set of queries in English to represent
the sample information needs and display the same to the
human. The judge (a speaker of Hindi) first translates the
information need into the source language which in our case
is Hindi. He then poses the same to the generated CLIR
system which in turn returns results. He then provides his
judgement of relevancy among the top 10 documents re-
turned. This process is repeated for both the systems - a
system that uses a translation model built just from query
logs and a system with an enhanced translation model as
discussed in our approach that is built using a dictionary
and the query logs. Due to limited resources and as human
effort is expensive, we only perform method A on one lan-
guage for a set of 50 queries consisting of 30 short and 20
long queries. A small query is a single word query and a
long query consists of more than 1 word in the query. Re-
sults are shown in Table 3. We also show the monolingual
retrieval effectiveness to provide an estimate of the relevant
documents in the data set considered for evaluation.

In method B, we automate the process of evaluation using
the synthesized cross lingual query logs as described in Sec-
tion 4. We first separate one fourth of the portion of query
logs as the test data. We only train to learn the translation

English Monolingual 0.29
Hindi CLIR Qlog based Dictionary + Qlog

small Queries 0.142 0.201
long Queries 0.114 0.14

Table 4: Precision @ 10 calculation using method B
for Hindi - Eng CLIR

CLIR Dictionary + Qlog
Dutch-Eng 0.172

Russian-Eng 0.121
Italian-Eng 0.14
French-Eng 0.18
German-Eng 0.19

Table 5: Precision @ 10 calculation using method B
for Rapid CLIR systems built for 5 languages

probabilistic model on the remaining 3/4th of the portion
of the clickthrough data. This trained model is then evalu-
ated on the test data. The process of evaluation is straight
forward. Each query from the test data is posed to the
CLIR system and the results are matched with the clicked
documents portion in the clickthrough data. This kind of
evaluation on query logs is the next best solution when hu-
man judgments is expensive to obtain. We used a set of
1000 queries from the test data for evaluation according to
method B. Results of evaluation according to method B are
shown in Table 4.

6.3 Building Rapid CLIR Systems
Using just the bilingual dictionaries, and no monolingual

corpus for translation disambiguation, we have generated
some CLIR systems and also evaluated the same accord-
ing to method B as discussed in the earlier section. We
have used freely available dictionaries on the WWW for the
languages of Russian, Italian, Dutch, French and German.
The CLIR systems were generated by synthesizing the cor-
responding cross lingual query logs from the monolingual
corpus released by Alltheweb.com. Results from the auto-
matic evaluation of these systems is shown in table 5. The
English monolingual retrieval precision at 10 is the same as
the above experiment ”0.29”.

6.4 Discussion of test data
The queries used in the evaluation of our approach were

extracted from the test portion of the query log. According
to [9], about 22.5% of the queries in the data released by
Alltheweb.com contain names of places, people and things.
Currently the systems generated by our approach can not
handle proper names. This is because, although, approaches
like transliteration have been proposed to deal with proper
names[19], we haven’t incorporated such techniques while
synthesizing the cross lingual query logs. Also incorporat-
ing such modules are quite specific to the language and can
not be generalized to all the languages. Although such mod-
ules could complement the system created by our approach,
we have not included the same in our current experiments.
Therefore queries used in the evaluation did not contain
proper names. One other issue is the existence of a lot of
domain specific words in the query like ’mp3’, ’sat’ etc. [7]
proposes a system that extracts domain specific lexicons.



Appending such lexicons to the bilingual dictionaries used
in the synthesis part of our approach, will greatly enhance
the translation models learnt. However we currently did
not include such queries with domain specific words in our
evaluation.

The queries were primarily trying to exercise the disam-
biguation capability of the system, which has been the strength
of the statistical translation model based approaches in CLIR.
Some of the example queries that constituted the test set in
evaluation were of the type ”free bird”, ”free download”,”travel
island” etc, which were useful in testing this capability.

7. CONCLUSION
In this paper we attempted to generate practical and use-

ful CLIR systems with minimal effort and language resources.
We discussed the usage of clickthrough data from a monolin-
gual search engine for the learning of statistical translation
models between the source language query and the target
language documents. We first synthesized a cross lingual
query log from the monolingual query log and used it in the
process of learning translation models. A bilingual dictio-
nary and optional monolingual corpus was used effectively
in the creation of the cross lingual query log. We used the
query log released by Alltheweb.com to build a CLIR sys-
tem for Hindi English language pair and reported the re-
sults. We also create CLIR systems for 5 other European
languages based on the same query log and respective bilin-
gual dictionaries for the languages and report the results.
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