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Abstract 

In this paper we describe some strategies 
for improving statistical POS tagging us-

ing Hidden Markov Models (HMM) for 

Hindi and Telugu. We describe how add-

ing features to HMM improves its accu-
racy. We also describe a method for ef-

fective handling of compound words in 

Hindi. Experiments show that GNP
1
 and 

category information of a word are cru-

cial in achieving better results. The max-

imum accuracy achieved with HMM 
based approach is 92.36% for Hindi and 

91.23% for Telugu. We achieved an im-

provement of 1.85% in Hindi and 0.72% 

in Telugu over the previous methods. 

1 Introduction 

POS tagging is the task of assigning a part of 

speech tag to each word of a natural language 

text based on both its definition and its context. 
Identifying the POS tags in a given text is an 

important prerequisite for many Natural 

language applications such as chunking, parsing, 
speech recognition and word sense 

disambiguation. POS tagging is very often used 

for partial parsing of texts for example to quickly 
finding names or other phrases for the 

information extraction applications. POS taggers 

have been developed using statistical techniques, 

rule based and sometimes using a hybrid 
aproach. 

The earliest attempts at POS tagging were 

based on 2 stage architecture (Harris, 1962; 
Klein and Simmons, 1963; Greene and Rubin, 

1971). The ENGTOWL tagger (Voutilainene,    

1995) is based on the same 2 stage architecture 

but with more sophisticated lexicon and 
                                                        
1 Gender, Number and Person 

disambiguation rules. Probabilities were first 

used by Stolz et al. (1965) and various statistical 

taggers were built in the 1980's (Marshall, 1983). 
Trigrams'n'Tags (TnT) is an efficient statistical 

POS tagger based on the HMM model which 

works by training on tagged data. Kupiec (1992) 
and Cutting et al. (1992) showed that it is also 

possible to train a HMM tagger on unlabelled 

data using EM algorithm.  

Some of the statistical models used for POS 
tagger are the Hidden Markov Models (HMMs) 

(Cutting, 1992), Maximum Entropy Models 

(MEMs) (Ratnaparkhi, 1999), CRFs (Sha and 
Pereira, 2002) and TBL (Brill, 1992).  

Works on POS tagging on Indian languages 

include HMM based tagging for Bengali (Dan-

dapat and Sarkar, 2006), use of Conditional Ran-
dom Fields (Agrawal, 2007), Conditional Ran-

dom Fields and post processing with Transfor-

mation Based Learning (PVS and Gali, 2007 ), 
Decision Forests(Pammi and Prahallad, 2007), 

Hybrid  which uses HMM and rule based ap-

proach (Pattabhi et al., 2007). 
HMM and CRF based tagger are the two ma-

jor statistical POS tagging methods. It was 

proved that CRF performs better than HMM be-

cause it takes linguistic features along with 
words. However training a CRF tagger is time 

consuming whereas HMM takes much less time. 

So, introducing linguistic features in the HMM 
based approach may increase the accuracy of 

tagging.  

This paper explains the use of HMM with 
morphological information for Hindi and Telugu. 

The performance of both HMM and CRF based 

taggers improved after effective handling of 

compound words in Hindi. 
The training and testing data for the current 

experiments was provided by IL-ILMT
2
. The 

                                                        
2 IL-ILMT is project sponsored by MC&IT, Govt. of India 

Reference No: 11(10)/2006-HCC(TDIL) 



training size is 185782 and 190006 tokens for 

Hindi and Telugu respectively. The testing size is 

23483 tokens for Hindi and 21351 tokens for 

Telugu. The tagset used is as described in Guid-
lines for POS and Chunk Annotation for Indian 

Languages (Bharati et al., 2006) 

The paper is arranged as follows; in Section 
2 we describe the tools used, in section 3 we de-

scribe the approach followed. Section 4 describes 

our experiments and results. Analysis of our re-
sults is discussed in Section 5. We conclude the 

paper with some future direction in Section 6. 

 

2 Tools Used 

The following tools are used for our experiments 

on statistical POS tagging: 
1. Brants TnT (Brants, 2000), a HMM 

based tagger 

2. CRF++, a CRF based tagger 

In all the experiments we used TnT, except in 
experiment 4.1.2 where we compared the com-

pound word handling using both. 

2.1 TnT 

Brant’s TnT uses second order Markov models 
for part-of-speech tagging. The states of the 

model represent tags, outputs represent the 

words. Transition probabilities depend on the 

states, thus pairs of tags. Output probabilities 
only depend on the most recent category. For a 

given sequence of words wi . . . wT of length T 

and tagset t1…tT, 
 

 
 

is calculated. The additional tags t - l , t0, and tT+1 

are used for beginning of sequence and end of 

sequence markers. Using these additional tags, 
even if they stem from rudimentary processing of 

punctuation marks, slightly improves tagging 

results. This is different from formulas presented 

in other publications, which just stop with a 
"loose end" at the last word. If sentence bounda-

ries are not marked in the input, TnT adds these 

tags if it encounters one of [.!?;] as a token. 
Transition and output probabilities are estimated 

from a tagged corpus. Maximum likelihood 

probabilities P are used which are derived from 
the relative frequencies: 

 

 
for all tl, t2, t3 in the tagset and w3 in the lexicon. 
N is the total number of tokens in the training 

corpus. Maximum likelihood probability is zero 

if the corresponding numerators and denomina-
tors are zero. Contextual frequencies are 

smoothed with linear interpolation and lexical 

frequencies are completed by handling words 

that are not in the lexicon with the help of suffix 
analysis. 

 

2.2 CRF 

Conditional random field is a probabilistic 
framework for labeling and segmenting data. It is  

a form of undirected graphical model that defines 

a single log-linear distribution over label se-

quences given a particular observation sequence.  
CRFs define conditional probability distributions 

P(Y|X) of label sequences given input sequences. 

Lafferty et al. (2001) define the probability of a 
par-ticular label sequence Y given observation 

se-quence X to be a normalized product of 

potential functions each of the form  

exp(Σλjtj (Yi-1,Yi,X,i) + Σ μksk (Yi,X,i) )  

         (6) 
 

where tj(Yi-1,Yi,X,i) is a transition feature func-

tion of the entire observation sequence and the 

labels at positions i and i-1 in the label sequence; 

sk (Yi,X,i) is a state feature function of the label 

at position I and the observation sequence; and λj 

and μk are parameters to be estimated from 

training data. 

  

Fj(Y,X)= Σ fj (Yi-1,Yi,X,i)            (7) 

 

where each fj (Yi-1,Yi,X,i) is either a state func-

tion s(Yi-1,Yi,X,i) or a transition function t(Yi-

1,Yi,X,i). This allows the probability of a label 

sequence Y given an observation sequence X to 

be written as 

  



P(Y|X, λ) = (1/Z(X)) exp(Σλj Fj(Y,X))      (8) 

 

Z(X) is a normalization factor.  

3 Approach 

The following sections describe our methods to 

improve POS tagging for Hindi and Telugu. 

3.1 Introducing Features in TnT 

 As described earlier above CRF considers the 

linguistic features to improve the accuracy. But it 
is very slow. As TnT is fast we introduced mor-

phological features to it. Introducing features 

will disambiguate the words to some extent as 
well as it increases the accuracy of tagging when 

a new word is encountered. 

Since TnT takes its input in only two columns, 
we can’t give the features in extra columns like 

CRF. So, we added the features to the token both 

at the beginning and at the end using ‘_’. So, we 

effectively modified the token as token_feature 
or feature_token. The features used are root, 

GNP, category and case obtained from the 

morph. We introduced combinations of the 
above four features each separated by ‘_’. 

 

 

Token Features Token with Features 

laDake Root laDake_laDaka 

laDake Category laDake_n 

laDake Root and 

Category 

laDake_laDaka_n 

  
Table 1. Table showing adding features to a token. 

 

3.2 Handling Compound Words 

Until now compound words in Hindi are marked 

with POS tag for the last word and ‘XC’ tag for 
all the previous words (Example 2). Tagging 

compound words in this way is not effective as 

the other words in the compound have no rela-
tion with the last word. We cannot solve this 

problem by adding features as in section 3.1.  So, 

we proceeded as follows: 
We replace the ‘X’ in the ‘XC’ tag with the POS 

tag of the last word in the compound word so 

that the machine can learn effectively that it’s a 

compound word. We did it in two ways. One 
way is to replace ‘X’ with the respective tag and 

leave the ‘C’ in the ‘XC’ tag as it is. The other 

way is to remove the ‘C’ also from the tag, 

which means we are substituting the POS tag of 

the last word in the place of the ‘XC’ tag. Exam-

ple 2 below shows both these methods as Expe-
riment 1 and Experiment 2. 

 

Example 2: 
         Mahatma   Gandhi    Road 

Original Annotation:    XC            XC         NN  

Experiment1:             NNC         NNC      NN 
Experiment2:              NN            NN        NN 

4 Experiments 

We started with adding linguistic features like 
root, GNP to TnT and experimented with differ-

ent sizes of the corpus for Hindi and Telugu. We 

also handled compound words only in case of 
Hindi as described in 4.1.2. 

We added combinations of features like root, 

GNP information, category, case to the words in 

TnT both for Hindi and Telugu. We experi-
mented with different training sizes.  

We used the morph analyzers for Hindi and 

Telugu to get the linguistic features. We tried 
adding one feature at a time to the word. 

We also grouped different features in all com-

binations using ‘_’ and added them to the word. 

We also experimented with adding prefixes and 
suffixes of different lengths to the words as they 

may help in handling unknown words effective-

ly. 
The following sections describe our experiments 

for Hindi and Telugu. 

4.1 Hindi 

4.1.1 Introducing Features in TnT 

We used the morph analyzer for hindi developed 

by Akshara Bharathi et al. It gives all the possi-
ble results for each word which contains root, 

gender, number, person, category, etc. Since the 

morph analyzer can potentially give multiple 
analysis for a single word, only the first set was 

considered and used as features in our experi-

ment. If the analyzer does not give the morph for 
a word, we leave the word as it is. 

We experimented by gradually increasing the 

training size by 10000 each time beginning with 

30000 till 185000. 
 

 

 
 

 

 



Feature 

Difference in accuracy 

for the maximum 

size(%) 

Root 0.07 

Gnp information 0.81 

Category 0.82 

Gnp_category 0.85 

Root_GNP_case 0.71 
 

Table 2. Table showing accuracies for maximum 
Training size for Hindi 

 

As seen in Table 2, addition of the feature root 

did not shown any significant increase in the ac-

curacy. 
The maximum precision at the final training 

size (185782) was 91.35% for word_GNP_cate-

gory as seen in the above table. Table2 shows the 

precisions before and after adding the 
GNP_category feature to the words for Hindi. 

 

Training 
Size 

Initial Word_GNP_cat Difference 

30118 81.48 84.12 2.64 

39633 82.12 84.62 2.5 

49145 82.51 84.92 2.41 

58666 82.82 85.22 2.4 

68170 82.99 85.27 2.28 

77677 86.16 87.63 1.47 

87313 86.45 87.89 1.44 

96784 86.74 88.16 1.42 

106313 87.38 88.61 1.23 

115842 88.12 89.34 1.22 

125272 90.27 91.21 0.94 

134384 90.36 91.28 0.92 

143647 90.45 91.34 0.89 

152811 90.47 91.31 0.84 

161889 90.53 91.32 0.79 

171105 90.5 91.37 0.87 

185782 90.5 91.35 0.85 

 
Table 3. Table showing the POS tagging precision(%) 

for different sizes of the training corpus for Hindi 

 

 

 

 
Fig 1. Graph showing the accuracies plotted for vari-

ous training sizes for initial and word_GNP_category 

for Hindi. 

 

Table 3 shows that the initial difference was 
up to 2.6%, but finally it came down to 0.8%. 

After 130000 words, the difference remained 

almost the same (0.8%). 

Introducing suffix as feature in TnT, the max-
imum accuracy is 90.54% for suffix length of 2 

which is a 0.04% increase from the baseline. Pre-

fix has no affect on the precision. 

4.1.2 Handling Compound Words 

After adding features to the words, we did two 

experiments for replacing ‘XC’ tag as described 

in Section 3.2. We replaced ‘XC’ tag in both 

training and testing corpora. This increased the 
accuracy by 1% in TnT and 0.5% in CRF. We 

did the experiments for both bigrams and tri-

grams in TnT.  
In this experiment, CRF takes a window size 

of 4 and the other features given were the first 4 

prefixes and the last 7 suffixes of the word. 
The below Tables 4, 5 show the results of the 

experiment for Hindi using both TnT and CRF. 

 

Results: 
 

TnT Initial Experiment1 Experiment2 

Bigram 89.67% 91.61% 91.70% 

Trigram 90.50% 92.26% 92.19% 

 
Table 4. Results for Hindi using TnT 

 

CRF 
Initial Experiment1 Experiment2 

92.63% 93.09% 93.13% 
 

Table 5. Results for Hindi using CRF  
 



4.2 Telugu 

4.2.1 Introducing Features in TnT 

We used the morph analyzer for Telugu devel-

oped by Akshara Bharathi et al. This morph ana-

lyzer does not give gender and person informa-
tion. It gives only Root, category and number 

information. So only these features are added to 

the token. 
Similar to the Hindi case we took only the first 

morph among all the given morphs for each word 

and also repeated the experiment for varying 
training sizes. The maximum training size for 

Telugu is 190006. 

 

Feature 
Difference in accuracy 

for the maximum 

Training size(%) 

Root 0.55 

Category 0.72 

Number 0.21 
 

Table 6. Accuracies for maximum training size for 

Telugu 

 

The maximum precision at the final training 
size was 91.23% for word_category as seen in 

Table 6. Table 7 shows the precisions before and 

after adding the GNP_category feature to the 

words for Telugu. 
 

Training Initial Word_GNP_cat Difference 

30003 87.4 89.51 2.11 

40002 88.01 89.76 1.75 

50010 88.39 90 1.61 

60004 88.94 90.2 1.26 

70006 89.01 90.25 1.24 

80005 89.31 90.35 1.04 

90009 89.52 90.53 1.01 

100010 89.64 90.69 1.05 

110002 89.76 90.63 0.87 

120003 90.03 90.91 0.88 

130010 90.18 90.88 0.7 

140006 90.22 90.92 0.7 

150004 90.28 90.95 0.67 

160003 90.35 91.1 0.75 

170001 90.51 91.13 0.62 

180005 90.53 91.2 0.67 

190006 90.51 91.23 0.72 
 

Table 7. POS tagging precision (%) for different sizes 

of the training corpus for Telugu 

 

 

 
Fig 2. Graph showing the accuracies plotted for vari-

ous training sizes for initial and word_category for 

Telugu. 

 

Initial difference was up to 2.11%, finally it 
came down to 0.72%. Prefix and suffix features 

did not have any significant affect on the preci-

sion. 

5 Analysis 

Root and prefix-suffix features have no signifi-

cant affect on the results. This may be because 
they do not disambiguate between the words, 

though they may prove effective when unknown 

words are encountered in the testing corpus. So, 
there is only 0.04% increase with prefixes. And 

when root is added as feature, there is 0.07% in-

crease, which is not significant.  
Table 8 below shows our accuracies compared 

with the best POS tagging results of IJCAI’07 

shallow parsing contest (ISPC) (Bharati and 

Mannem, 2007). Only experiments in section 
4.1.1 and 4.2.1 are performed as the data is al-

ready in the format used in experiment 4.1.2.  

 

 Hindi Telugu 

Previous Best  78.66% 77.37% 

Our Result  79.96% 76.30% 
 

Table 8. Comparison of our results with the previous 

best results of POS tagging for Hindi and Telugu 

 

The Previous Best results shown in the above 

table are using CRF and TBL whereas our Re-

sults are using TnT and linguistics features by 

the morph on the same data provided by ISPC. 
The training size is 21425 tokens for Telugu and 

21470 tokens for Hindi and the testing size is 

5193 tokens and 4924 tokens for Telugu and 
Hindi respectively. The efficiency for Hindi is 

1.3% more than the previous best but in the case 

of Telugu our result is 1.03% less than the pre-



vious best. This is due to the inefficiency and 

low coverage of the morph in case of Telugu. 

Note that the previous best results are obtained 

by using CRF without the new features added by 
us like category, case, root and GNP. It is not 

that TnT outperformed CRF with the same fea-

ture set. CRF might give better results with these 
features, but we have not experimented. What we 

say is HMM based taggers can be improved by 

providing richer information. 
Unknown words are handled in TnT by as-

signing weights to the tags of the words having 

same suffix as that of the unknown words. Since 

we are adding the features at the end, we are ef-
fectively giving the features as the suffixes. It 

helps in predicting the tag because features are 

characteristic of different kinds of words. As an 
example, note that for all the nouns if we add ‘n’ 

as the category information, and an unknown 

noun comes, all the suffixes of the nouns match 
with its suffix, increasing the probability of it to 

be tagged as a noun. 

GNP and category information is crucial in 

disambiguating the words as they differ with the 
context for the same word, therefore their inclu-

sion shows a good increase in the performance. 

With small training size the features made a 
big increase in the accuracy. As we increase the 

training size, the increase in accuracy over the 

baseline gradually decreased.  

Root has no significance in case of Hindi but 
its affect is significant in Telugu because Telugu 

is morphologically richer than Hindi. 

6 Conclusion & Future work 

The experiments described in this paper show 

that accuracy using TnT can be improved by 

adding features to it and by handling compound 
words. The overall accuracy for Hindi POS tag-

ging is 92.36% using TnT and 93.13% using 

CRF. 
The individual improvement of the accuracies 

in the two experiments in the sections 4.1.1 and 

4.1.2 for Hindi was 0.85% and 1% respectively 
and the combined improvement is 1.85%. So, 

adding features did not affect the way compound 

words are handled. 

It would be interesting to observe the com-
monly occurring errors in POS tagging and how 

prefixes and suffixes are handling these errors. 

Separate results for unknown words will help in 
understanding the handling of prefixes and suf-

fixes. 

The results show that the CRF accuracy is still 

more than that of TnT. But CRF uses only prefix 

and suffix information as features. So, we were 

not able to effectively use prefix and suffix in 
TnT as adding these did not show any significant 

increase in the accuracy. This is also true in the 

case of other features. We need to use those fea-
tures more effectively. Instead of adding features 

using ‘_’, training module of HMM based tag-

ging can be changed so that it can take different 
feature values and can learn effectively. 
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